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Abstract. This study proposes a generic and rational construction of Balanced Scorecard based on a time-
managed approach to identify the evolution of the key contributors to the current organization’s strategy as 
well as their behavior in the future organizational performance. The Balanced Scorecard structure is 
generated using both financial and non-financial strategic indicators collected directly from the company. 
The paper sets forth a process to highlight the optimal structure of the model based on the Partial Least 
Square equations. The optimal model is grounded on a modified version of bootstrap statistical technique that 
seeks and chooses the most predictable cause-and-effect sequence among all possible combinations. Under 
particular statistic assumptions, this allows forecasting the effects of future strategic decisions. Although the 
paper proposes a generic methodology, appropriate for any type of organization, this technique is applied, 
reinforced and validated with a practical example from a private-owned Swiss trading company. 
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1. Introduction 
In the early 1990s, Robert Kaplan and David Norton introduced a different approach to strategic 

management, called the Balanced Scorecard (BSC).  Recognizing some of the shortcomings and ambiguities 
of earlier management systems, the BSC method offers a comprehensive guidance as to what companies 
should concentrate on in order to “balance” the financial perspective with other essential areas. One of the 
core advantages of the BSC and one of the main distinctions from other methodologies is that the model has 
the ability to articulate a complex chain of cause-and-effect within the organization. This pattern offers 
managers a base to handle the drivers of required results and consequently, the cause-and-effect chain is 
fundamental to the BSC. Kaplan and Norton (1996) presume the following basic connection: the measures of 
organizational learning and growth will influence the measures of internal business processes, which will 
affect the measures of the customer perspective, which, in turn, will alter the financial measures (Kaplan and 
Norton, 1996a; Kaplan and Norton, 1996b). 

However, one of the limitations of the BSC lies in its rationalization and construction. Despite the fact 
that the two authors present some key elements and describe the milestones for building the BSC, the 
concepts remain vague and can be difficult to apply in a company (Morard et al. 2009). 

There are three main objectives in this study. The first goal is to overcome the above shortcomings and 
present some statements for a demonstrative construction of a BSC using the Partial Least Square (PLS) 
technique. The second goal is to establish the optimal cause-and-effect chain in order to accurately forecast 
the future changes in company’s performance. The third and final objective of this study is tovalidate the 
framework with a real example from a Swiss company.One of the main findings of our study is that the 
Kaplan and Norton’s BSC model is nothing more but a particular case of our conclusions. 

The paper is structured as follows. In the next section, we will present and highlight the main BSC 
concepts from the specialized literature. We will stress the “idealistic” process of 4-axes construction 
followed by a more logical structure allowing for the identification of the number of strategic perspectives as 
well as the performance indicators connected to each perspective. We will put forward a tentative modeling 
of BSC that can be implemented in any organization environment. This is pursued by a real example of a 
Swiss establishment in the commercial sector in which the PLS method is used in order to build a rational 
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BSC. Using a modified version of the bootstrap technique, we will propose an alternative quality criterion 
that seeks and selects the most reliable cause-and-effect sequence among all possible combinations in order 
to find the optimal balanced scorecard. Furthermore, by applying the structural equations behind the PLS 
Path Modeling, we will be able to better predict the future company tendencies and take better corrective 
measures to quickly adapt in a challenging and complex organizational environment. 

2. Literature Review 

2.1. Balanced Scorecard 
As noted by Fielden’s (1999), worldwide organizations use the ability of BSC for translating vision and 

strategy into measurable goals. Recent studies estimate that 60 percent of Fortune 1000 companies have 
worked with the BSC (Silk 1998). Adopters include top companies such as KPMG, Peat Marwick, Allstate 
Insurance, and AT&T, amongst others. 

The BSC identifies the cause-and-effect relations between the various constituents of an organization 
(Kaplan & Norton, 1996). From a practical point of view, this is the main component of the BSC, enclosing 
outcome metrics and performance drivers, connected together in a cause-and-effect chain. In fact, the 
essence of the model is this hypothesis allowing measures in non-financial areas to be used to predict future 
financial performance (Morard et al. 2012). 

However, the BSC also has several limitations with some of its main assumptions and relations stressed 
by numerous authors from the specialized literature. Nørreklit (2000) argues that there is not a causal but 
rather a logical connection between the strategic perspectives analyzed. Additionally, the BSC is not a 
representative strategic management tool because it does not consider any connection between organizational 
and environmental reality (e.g. competition). Therefore, a variance should be acknowledged between the 
strategy articulated in the actions and the presumed strategy (Nørreklit, 2000). 

Kanji (2002) summarizes more BSC drawbacks highlighting that the model is excessively abstract and 
not easy to use it as a measurement model. Moreover, the links between criteria are not clearly defined and, 
finally, the causal relationships are problematic (more like interdependence, rather than correlations). 

Lastly, Malina&Selto (2001) claims that the BSC is very difficult to put into practice. The authors stress 
some negative aspects of the BSC and present significant controversy between the organization and its 
stakeholders. They further concluded that the performance indicators employed in the model are biased or 
inaccurate, the communication about the BSC within a company is strictly top-down and the benchmarks 
between companies, even though used for assessments, are inappropriate. 

2.2. Partial Least Squares (PLS) 
Within this wide-ranging environment of uncertainty and criticism, some authors (Shields, 1997; Shields 

& Shields, 1998; Stancu, 2009; Morard et. al, 2009) have called on management accounting researchers to 
make better use of Structural Equation Modeling (SEM). SEM is a statistical technique encompassing Path 
Modeling, Partial Least Squares (PLS) and latent variable SEM that allows the simultaneous analysis of a 
series of structural equations. These techniques are particularly useful when a dependent variable in one 
equation becomes an independent variable in another equation (Hair et al., 1998). 

The use of PLS, despite its intrinsic restrictions (specifically that it is a limited-information method, 
aimed to maximize prediction, rather than fit), works out to be a way in which statistical modeling in 
management accounting can advance without the need to obtain large samples, something which 
management accounting researchers have found challenging. Another advantage of PLS is the method's 
ability to accommodate non-normal data, generated by less challenging assumptions behind the technique 
(Smith &Langfield-Smith, 2004). 

The “PLS approach” concept is somewhat too large and combines PLS for path models on one side and 
PLS regression on the other. Taking over a recommendation by Martens (1989), this paper uses the term PLS 
for Structural Equation Modeling to describe the use of “PLS Path Modeling” as illustrated in Figure 1. 

However, even if newer and more complex PLS programs are available today (e.g. PLS-Graph or 
SmartPLS), a better analysis of the PLS Path Modeling allowed us to develop our own software from scratch. 
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The goal was to combine all statistical techniques we are using in one single and reliable tool: compute the 
principal component analysis (PCA), estimate the path weighting scheme and, finally, generate bootstrap 
validation procedure and assess the best model from all possible graphs (Morard et al., 2012). 

 

Fig. 1: Example of PLS Path Modelling 
3. Data and Methodology 

In a nutshell, there are five consecutive steps proposed in this paper, at the end of which will allow the 
construction and implementation of a rational and optimal BSC: (1) gather historical data from the 
organization, (2) sort out and prepare the final database, (3) establish and identify the numbers of strategic 
perspectives and performance indicators connected to the former, (4) generate the most valid cause-and-
effect link between all strategic perspectives and, lastly, (5) operate this management tool for long-term 
planning (Stancu, 2009). 

The proposed methodology presented in this paper, although universally applicable to any type of 
organization, is exemplified using an example of a Swiss coffee trading company. Based in Geneva, this 
organization is active in the commercialization of green coffee, sold in different varieties. The turnover in 
2011 was CHF 4.7 million (approx. USD 5 million) and CHF 1.5 million in 2010 (approx. USD 1.6 million).  
The great advantage of this company is having an independent roasting line, enabling to sell coffee to other 
Switzerland or abroad actors (even to direct competitors). 

3.1. Step 1: Collecting the Data 
As displayed in Figure 2, the first step is related to the collection of all historic key performance metrics 

throughout the company. This first step is fundamental and will greatly influence the following steps. 
Although this appears a simple task, it actually involves a massive time assembling the measures employed 
in the organization, especially building a valid historic database (Morard et al., 2009).It is also crucial that 
the key metrics describe to a certain extent the strategy of the organization. Unquestionably, the performance 
indicators differ among companies, especially among different sectors and areas (e.g. profit vs. non-profit, 
private vs. public, etc.). 

Fig. 2: Identifying and collecting company’s performance indicators 
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Applying above step in our Swiss company example resulted in a total of 213 variables summarizing 
their evolution over 10years on a quarterly basis.Because the organization uses a type of management 
software that allows supplying all kinds of data related to its activities, its investments, customers, suppliers 
and internal staff, the collection of the data was straightforward. The database structure is as follows: Clients, 
Providers, Stocks, Accounting and Salaries. All data has been gathered with the help of the Corporate 
Strategy Head certifying high quality and reliable data. 

3.2. Step 2: Cleaning the Data 
Considering the significant number of indicators, the second step is associated to a final cleaning of the 

database (Table 1). As mentioned in previous step, the database preparation is essential as the collected 
metrics could contain errors and might potentially pollute the findings. Accordingly, the variables should be 
characterized by (a) reliability and consistency, (b) same incidence in time, (c) ability to capture a fraction of 
the organizational strategy, (d) information singularity and (e) clarity and straightforwardness (Stancu, 2009). 
This second step is realized through consistent analysis and intense top management discussions and will 
ensure that the retained variables are the essential drivers for the company. 

Table 1: Example of database final preparation and cleaning 

 
 
 
 
 

 
 

Due to inconsistent data and missing variables in our Swiss example, 28 metrics have been completely 
disregarded from the final model. Furthermore, because of a very low company performance explanation and 
a relatively high number of duplicates another 50 variables have been disregarded, leaving us with a total of 
135 key performance indicators have been retained in the final database out of a total of 213 variables. 

3.3. Step 3: Filtering and Grouping the Performance Indicators 
However, although this rational managerial selection has been appointed, the organization continues to 

have a large KPI database, difficult to manage in the BSC construction process. As showed in Figure 3, the 
third main step is to filter and group the variables within specific axes (or strategic perspectives) able to 
summarize a part of the company’s performance. 

 
Fig. 3: Filtering the performance indicators per strategic perspectives 

There are three main achievements in performing this step: first is to generate the number of strategic 
axes encapsulating an suitable level of the total organization’s performance, second is to filter each axis and 
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keep only the key measures that are highly correlated, disregarding any redundant and inappropriate 
information and, third is to tag these groups of indicators by examining the nature of information that 
gravitates each strategic perspective (Stancu, 2009). 

As Morard, Stancu and Jeannette noted in one of their paper back in 2009, there are several existing 
statistical techniques able to complete this forth step. Both factor analysis and principal component analysis 
(PCA) can be employed. Principal component analysis can be used for dimensionality reduction in a dataset 
by conserving those characteristics of the data that affect most its variance and by maintaining lower-order 
principal components and ignoring higher-order ones. As such, the PCA suits better our study requirement, 
as it is fitting for a non-predefined experimental model, while factor analysis is righter for models that have a 
standard beforehand. As the statistical method employed (e.g. PCA) is processing historical data, the results 
of the actual research will consequently be dependent on the data available at the time of compendium. 
However, the intention of our study is not to develop the best indicators, which sometimes could be driven 
from subjectivity and personal preference, but to actually highlight the importance of the performance 
indicators available (Morard et. al, 2009). 

Conducting this step in the Swiss company example over the whole 135 performance indicators, one can 
clearly notice that with five components, approximately 87% of the total organizational variance is explained 
(Table 2). This percentage can be rationalized as the influence of the axes on the total performance: the 
higher this percentage, the more explanation it provides on the company’s performance. 

Table 2: Extract of Total Variance Explained 

   

The same PCA provides the influence of the variables (indicators) against each of these five axes with 
the help of the component matrix determining the correlation of all variables with each of these axes. Table 3 
illustrates the correlation of the first 10 normalized variables with each axis. The nearer a correlation is to 
zero, the less the corresponding variable affects the axis. Finally, the variables will be ordered and filtered 
with respect to the correlation is has upon the axes. 

Table 3: Extract of the First 10 Indicators from Component Matrix (normalized) 

 

The first 10-15 performance measures per axis are preferred for selection, ordered in function of their 
correlation with the axis. First, these selected measures offer a good picture on the clustered information and 
second, as the variables are ranked by correlation, their descriptive capacity will decrease when advancing in 
the ordered list. One may note that a simple mathematical grouping will classify the strategic areas specific 
to the company.However, even though statistically speaking the highest ranked measures are strongly 
correlated to the respective axis, one still needs to do a rigorous analysis of the data and remove and/or 
replace those indicators that would not effectively support the definition of the perspective. While this 
procedure it is not mathematically corroborated, it is mainly primarily intended to clear out certain metrics 
that would violate the definition of the axis. Those performance indicators that do not describe the definition 
of the axis should not be selected in the final model as these might potentially corrupt the outcomes (Morard 
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Component % of Variance Cumulative %

1 34.48 34.48

2 24.31 58.79

3 12.06 70.85

4 8.74 79.59

5 7.72 87.31

6 5.55 92.87

VAR no. VAR name 1st axis 2nd axis 3rd axis 4th axis 5th axis

VAR001 Provisions 0.360 0.358 0.327 0.400 0.530

VAR002 Long-Term Debts 0.470 0.233 0.418 0.411 0.487

VAR003 Men Cons. 0.509 0.549 0.122 0.023 0.482

VAR004 Other Products 0.401 0.444 0.033 0.120 0.416

VAR005 No.of clients 0.275 0.829 0.130 0.319 0.323

VAR006 Averagesuppliers 0.892 0.068 0.237 0.120 0.271

VAR007 Salaries 0.284 0.853 0.320 0.084 0.265

VAR008 Seniority 0.094 0.142 0.590 0.501 0.003

VAR009 Goods charges 0.875 0.126 0.316 0.088 0.204

VAR010 Results 0.550 0.805 0.003 0.079 0.003



et al., 2009).The ranking and clustering of variables by axis will allow us to label and define them 
strategically. 

In order to maintain certain accuracy on the strategic perspectives, the final number of measures per axis 
should rarely exceed 10. At the end of this third step, the organizational strategy from our chosen Swiss 
example was recognized to gravitate along five main perspectives: Internal Processes Perspective, Stock and 
Supplies Perspective, Clients and Partners Perspective, Finance Perspective and, finally, Support Perspective 
each of them comprising 2 to 8 explanatory variables as explained in the next step. 

3.4. Step 4: Finding the Optimal Balanced Scorecard 
The fourth major step in determining the current strategy of the organization is to apply a PLS Path 

Modeling regression on the final strategic perspectives. To determine the most sustainable cause-and-effect 
chain between the perspectives, all possible valid connections between these axes will be analyzed. The most 
stable and predictable PLS model from all possible combinations is considered the closest to the company’s 
actuals strategy (Stancu, 2009).Our previous studies on this field were aimed at searching for a specific 
model, by emphasizing the bootstrap quality criterion (Morard, Stancu and Jeannette, 2009, 2012). 
Nevertheless, this method has some research limitations despite of his indisputable statistical strengths. The 
model chosen was statistically stable but with low path weights, making hard to justify strong connections 
between indicators. In addition, the bootstrap performance does not guarantee at all a good average variance 
explained score, as for the Cronbachs alpha or Communality Redundancy scores. 

Keeping in mind that the optimal model is chosen based on this quality criterion basis, it is important to 
re-think alternative solutions in order to potentially improve this model selection approach.  This model must 
be intuitive and exploitable in a business environment, in order to help the top management to a) understand 
the cause-and-effect relationships between indicators and strategic perspectives in the company that was not 
obvious at first sight and b) help in the strategic decision process, providing the companywith forecasting 
tools simulations (Morard et al., 2013). 

In this study, we preferred to go back to the root of the original Partial Least Square main idea and focus 
on the relevance when it comes to predict missing periods. Therefore, this quality criterion will select the 
model with the highest forecasting abilities and then it will check their statistical scores.Using the Partial 
Least Squares equations, it is possible to estimate what can be the impact of slight indicators changes on 
others that are linked with. Below we explain our new quality criterion for the optimal BSC in seven major 
points: 

 

Table 4: Using existing dataset to stress test the model links
 

    

    

    

   

 

2) Therefore, keeping notations values seen in Figure 1 at the beginning of the paper, we intuitively 
report a variation change of Ind4 )( 21w on Ind8 )( 31w as a succession of propagations on latent 
variables and their indicator’s successor, each group being normalized in relation to the group they 
belong: 
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wherei and j are the correspondent axes as per Figure 1. 
3) In this example, the indicator n receives a simulated impact that will be compared to the real 

value mnq that was saved previously and put aside until now. If Δ is the difference value of 
mnmn qq '− , then Δ  represents a partial predictive score that will be added to the others differences 

of indicators estimations compared to their real values. 
4) The procedure is repeated for the period m-2 trying to estimate a part of the period m-1, and finally 

from the period m-3 trying to estimate a part of the period m-2. This step is important for two 
reasons: a) catch a bigger sample of variations that will reflect more durably the global cause and 
effect patterns and b) some indicators can be static from one period to another; in this way we limit 
the possibilities of under-estimating them. 

5) The partial scores of Δ are combined into a global 2R score witch will be our predictive score for 
this particular model. 

6) The algorithm builds the next models among all the valid ones (Figure 4), and keep a log of the 
model that achieve the best predictive scoring. 

 
Fig. 4: PLS schemas scoring evaluation based on a given quality criterion 

7) The standard deviation of the three last periods of a given indicator (m-2, m-1, m) is used to weight 
its partial score. This optional step is used in case the dataset contain some quasi-static data (static 
data is prohibited due to the nature of our scoring computation). The standard deviation will 
highlight these concerns and will prevent these quasi-static data to have too high explanatory values 
compared to their significance. Searching for the best predictable model, without this last suggested 
step of assessing the standard deviation of the three last periods, can often conclude on an “arrow 
type” model explaining very few variables. This makes sense since the program will search among 
all models the one that makes the smallest variation between the simulated values and the real ones. 
If the dataset has some indicators with few variations linked to an axis then it is predictable that the 
program will choose it, as it is the most easily to explain. Thus, using a standard deviation weighted 
score, forces the algorithm to choose a model with quantifiable and meaningful cause and effect 
measures. 
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3.5. Step 5: Forecasting Company’s Strategy 
As noted in the beginning of this study, the inner and outer relations are founded on structural equations.  

Consequently, at the back of each PLS Path model are equations that explain the relationships between 
indicators and the corresponding axis (outer model equations) and between the axes or strategic perspectives 
themselves (inner model equations). The fifth major step is based on using these equations in order to study 
and predict the relations for the long term (Morard et al., 2013). From a practical viewpoint, there are 
significant benefits in achieving that: (1) examine the variance impact of one (or several) measures to the 
whole model; (2) predict the strategic changes by looking at the relations between the strategic perspectives; 
(3) visualize and manage both direct and indirect changes needed for an important change in the 
organization‘s strategy; (4) simulate the impact of resources allocation decisions on the future performance, 
thus complementing the traditional budget approach. 

4. Results and Model Validation 
Coming back to our Swiss example, after applying the fourth step as described above, all possible valid 

connections between the five axes were analyzed, that is to say a total number of 52’720 possibilities. This 
step has been achieved using our educational software (PLS Assistant) that was developed and programmed 
from scratch based on PLS algorithms.Figure 5 portrays the optimal structure of connections between the 
five strategic perspectives and turns out to be more representative than any other model, being the closest 
illustration of the actual organizational strategy. 

 
 
  

 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 

 

Fig. 5: BSC’s cause-and-effect chain using PLS approach 

Figure 5 portrays the optimal structure of connection between the five axes and turns out to be more 
realistic than any other model - the closest to the actual organizational strategic vision.  Contrary to Kaplan 
and Norton’s BSC model, it was straightforward that this Swiss commercial company was not expected to 
have the angular stone characterized by the Finance perspective, but Stocks and Supplies together with 
Clients and Partners. The Finance perspective appears logically in this present strategy as one of the main 
foundation in sync with the Internal Processes. Almost all financial indicators are strongly correlated with 
their axis, confirming their indirect contribution to improve the final model and objectives. Similarly, efforts 
are made by this Swiss institution to improve the quality of their services, thus the Internal Processes 
Perspective shows at the bottom of the chain. The model tends to show that the Support perspective 
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negatively affects the Stock and Supply axis and this is mainly due to the performance indicators 
composition (freight costs, investments and average product cost). 

When it comes to model validation from a statistical point of view (Table 5), the overall figures are 
assessing fittingly both measurement (outer) and structural (inner) model. As a general rule of thumb, in 
order to validate the outer model (measurement model), the Average Variance Explained (AVE) should be 
greater than 0.5 (Chin, 1998) and Composite reliability higher than 0.6 (Werts, Linn, and Jöreskog, 
1974).Apart the Stock and Supplies AVE for which we have slightly value below the threshold, all other 
value are validating the final model. As for structural (inner) model validation, the best indicator to use is the 
R-square level. Values of 0.67, 0.33 and 0.19 are considered to be strong, moderate and respectively weak 
for the inner model valuation (Chin, 1998). The R-square have very strong values for the two perspectives 
that are affected in the final model. 

Table 5: PLS model validation criteria 

 

5. Concluding Comments 
The main purpose of this paper was to put in debate the Kaplan and Norton BSC theory compared to a 

more pragmatic approach. Having established the strategic research framework, we empirically validate the 
proposed methodology by developing a strategic map in the context of a Swiss trading organization. The 
results obtained suggested that the BSC issues could be formalized in a more rigorous manner. It is thus 
possible to reconsider the notions advanced by Kaplan and Norton as showed in the analysis of this case.  

The application of PLS Path Modeling converts the current strategy into a cause-and-effect model that 
can be monitored and controlled using a handful of main performance indicators. One might argue that by 
handling historical data, the model summarizes outdated information by illustrating a picture that cannot be 
exploited to predict future planning. While this assumption is legitimate, the methodology is actually 
identifying the current strategy applied by the institution. Only by fully recognition of the actual situation 
one can plan for the period to come. As proposed in this study, the PLS regression is more suitable for 
maximizing prediction, thus the model is capable of revealing the forecast strategy of the company. In 
addition, this approach permits the simulation of the resource allocation impact on the organization's overall 
performance. 

To conclude, we believe that it is relevant to develop a more formal methodology in order to validate the 
organization's strategy in a rational way, while using a simplified model. Indeed the PLS method suffers 
from a deficiency of theoretical foundation. Similarly, Kaplan and Norton's approach was strongly criticized 
in the specialized literature from this perspective as well. The difficulty with which future researchers will be 
challenged lies in the compromise between the pragmatism required by the corporations and the need for the 
theoretical framework requested by researchers. 
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