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Abstract—Since the video object tracking system with 
conventional single fixed camera commonly employs the 
camera with limited field of view (FOV), tracking cannot 
continue if the object being tracked swerves off the related 
FOV in part or in whole. To address such problems, studies 
based on wide area FOV -- which may enable the surveillance 
of a wider area -- have been conducted. One of the most typical 
wide area systems combines several units of cameras or uses a 
mirror, and there is a system using the rotation module (Pan-
Tilt) that can rotate leftward and rightward. This paper 
presents a system -- a heterogeneous sensor system equipped 
with a rotatable module -- that is capable of tracking moving 
humans and extracting and matching optimal data even in a 
complex environment. 
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I.  INTRODUCTION 
This paper proposes the omni-directional tracking system 

that is capable of effectively extracting the object through 
motion estimation and human shape estimation for tracking 
and detecting the object in an indoor environment. The 
situation can be grasped even at night by determining the 
approximate location, situation, mode of behavior, etc., of 
the current object through “continuous tracking” and “pose 
recognition” using an infrared camera. 

 
Figure 1.  Object tracking system 

To establish a system that is capable of omni-directional 
detection and tracking of objects using a camera with 
pan/tilt/zoom functions, sensors are installed in the rotation 
module as shown in Figure 1. PTZ camera is a single fixed 
camera installed together with the actuation system that is 
capable of horizontal and vertical rotation; it can monitor all 
directions, and it has the advantage of uniform resolution. It 

can also generate reliable information through the 
combination of infrared camera and high-resolution camera 
with a zoom. 

 
Figure 2.  Tracking system framework 

The proposed tracking system separates the object by 
combining the region of interest (ROI) estimated from two 
different images based on a heterogeneous sensor that 
consolidates the ordinary camera and the infrared (IR) 
camera as shown in Figure 2. The image fed into the 
ordinary camera detects the movement to estimate the shape 
of the object. The extracted movement estimates the body 
and head of the human based on the information and 
separates the data inputted into the infrared camera from the 
ambient temperature using the body temperature data. The 
body and head of the human are estimated based on the 
separated local body temperature. To estimate the type of 
behavior through the morphological analysis of the extracted 
shape of the human, the peripheral components of the shape 
are analyzed for the differentiation of the standing position, 
seated position, or lying position and to determine the object 
of the human shape to be tracked ultimately. The infrared 
camera is effective in extracting the human since it tracks the 
heat regardless of whether it is day or night. Still, separating 
the human shape from the non-human shape is also 
important. For the separation, the shape of the human was 
estimated through principal component analysis (PCA) using 
AdaBoost[1]. This system demonstrates that objects can be 
classified using AdaBoost, which enables effective 
classification with weak classifiers through many 
combinations of human shapes and ensures faster 
computation through the detection of movement. 

11

2011 International Conference on Management and Artificial Intelligence 
IPEDR vol.6 (2011) © (2011) IACSIT Press, Bali, Indonesia 



II. EXTRACTION OF THE MOVING OBJECT AND 
DETECTION OF THE FACE AREA FROM CCD CAMERA 

A. Extraction of the moving object 
First, the foreground and background need to be 

differentiated to address the problem related to the change in 
the temporal and spatial backgrounds and environmental 
factors (change in light, movement, shade) while objects are 
extracted. Frame difference and background difference are 
the most typical methods for detecting the objects effectively 
in the tracking system. The frame difference method 
involves removing the static part and segmenting only the 
moving part based on the determined continuous inter-frame 
change. It has the disadvantage of the static object being 
removed together even as the background can be removed 
easily. The background difference method has the advantage 
of being able to segment the moving object easily, yet the 
background as the difference between the inputted image 
with movement and the background image without the 
moving object is obtained; it has a disadvantage, i.e., 
difficulty in obtaining accurate background image. 

The difference between two images saved at short 
temporal intervals may serve as basic knowledge in 
measuring or recognizing, which are related to the movement 
or motion of an object. From both images, the difference in 
the identical object can be expressed through the moving 
distance and direction of the object and its movement speed. 
The change in two different continuous images -- which has 
delicate optical strength -- can be expressed through 
continuous flow called “optical flow”[2]. In this paper, the 
components of direction are segmented into four directions 
(right, left, upward, downward) using the Lucas-Kanade 
optical flow to identify the moving object. The variation 
vector of pixel between two different images can be obtained 
through the Kanade optical flow by applying the Gaussian 
pyramid to the original image; the information of movement 
can be obtained, which is robust for the change in color and 
shape. In addition, it has the advantage of real-time tracking 
since repetitive calculation is rendered unnecessary when 
optical flow is computed.  

Optical flow is defined as follows (the following formula 
can be obtained based on the chain rule): 
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Here,
 

),,( tyxSC  is the difference in brightness of both 
images and dtdxtyxvx /),,( = , dtdytyxvy /),,( = . 

Optical flow considers the temporal change and noise as 
well as the horizontal and vertical changes; it can be 
computed simply as shown in the formula below. 
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The error of optical flow can be computed as shown 

below. 

( )
ä

∈

=
Ryx

OFE
,

2ε
 

The area beyond a certain size among the objects 
separated based on background or movement becomes the 
candidate of the object. Note, however, that detecting the 
complete candidate area is difficult because of the noise or 
small hole, etc., in the image. Thus, the error can be 
minimized by taking only values higher than the threshold of 
a certain size as predetermined through the difference within 
the image, considering the directional components of the 
extracted pixels as 3 by 3 sized blob and regarding the mean 
as the directional components of the related blob[3]. In 
addition, the movement was extracted from the continuous 
frame, and the movement of the object was segmented into 
four directions (left, right, top, bottom) based on image 
coordinates. The morphological operation was then applied, 
and the small hole of the area was removed.  
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Here, R is the area where the difference is inspected, 

whereas N is the total quantity of the pixel.  
 iD  on time “t” is the difference between the 

brightness( 1, +ti II ) of both images.  

Speed ( t
iV ) is removed if the degree of speed ( id ) is 

smaller than the predetermined threshold (T ).  
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The components of movement toward the same direction 
can be checked through the rotation of the rotation module 
(Pan-Tilt) proposed in this paper[4][5]. To remove such 
components, the direction is divided into four (left, right, up, 
down), and the average movement of each is measured. Only 
the direction of movement that is different from the 
measured average movement is classified into the area where 
the object moved. 

The direction of arm and leg movement may be in the 
opposite direction of body movement when the human 
moves; therefore, the movement is not regular, and the error 
due to the rotation module is significant. To address such 
problems, the mean of movement value in the entire image 
was considered the movement of camera and removed from 
the real movement; small movements such as noise were 
eliminated using the morphology. Figure 3 shows the results 
of movement detection. 
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Figure 3.  Segmentation of movement direction components and extraction 

of the object 

B. Detection of the facial area  
In this paper, the learning-based HAAR model was used 

to detect the facial area. The HAAR face detector is used in 
many systems because it enables fast detection at the level of 
approximate face detection[6][7].  

The face skin-color model distinguishes the color of the 
facial area beforehand, dividing the area into the area with 
face and the area without face. The figure 4 is the result of 
back-projection carried out by extracting the histogram of 
only the colors existent in the polygons in the image 
converted into RGB, YCbCr, and HIS modes. 

Faster tracking can be realized by understanding and 
comparing the features only in the predetermined image area. 
The characteristics featured by the pixel values of HAAR in 
the image are different since more than two areas can be 
used. 

   
(a)                                     (b) 

   
(c)                                     (d) 

Figure 4.  Face Skin-Color Model  (a)Face area (b)RGB (c)YCbCr 
(d)Hue-Saturation 

This is the result of automatic focusing on the facial area, 
which was performed to determine the impact of the scale 
component on face detection. Similar patterns appeared 
around the facial area on some occasions, but they could 
effectively be removed if the skin-color was applied. Figure 
5 shows the result of combined algorithms of movement 
detection and face detection. 

     
 

   
Figure 5.  Area of movement (Red) and facial area (Blue) detection 

III. EXTRACTION OF FACE AND HUMAN SHAPE FROM 
THE INFRARED CAMERA AND RECOGNITION OF BEHAVIOR 

A. Extraction of face and human shape 
Since the human shape has lots of thermal data, it shows 

higher thermal value than ambient heat. The existence of the 
local thermal value can be checked within this high thermal 
image data to segment the object[8]. In this paper, the object 
was extracted by searching the local thermal data through the 
histogram; the most peripheral components of the extracted 
object were analyzed to determine whether the shape is 
human or not[9]. The histogram can be expressed simply 
through the quantity of data in the predetermined area. This 
area is called “grid cell,” and the variance of data toward the 
axis can be obtained by accumulating the frequency (bin) of 
data within the grid cell in the horizontal or vertical direction 
or gradient magnitudes within the area. The location of the 
object can be estimated easily based on the statistical 
characteristics of this variance. The variance of data in the 
horizontal and vertical directions can be expressed as follows 
[4]:  
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Here, m is the quantity of data and  is the threshold. 
Body left and right are the maximum locations of the right 
and left sides of the body area, respectively. The area with a 
value higher than the mean can become the candidate area of 
the body area using the histogram for both axes as shown in 
Figure 6. The facial area exists within the body in the IR 
image and has the highest temperature locally; it can be 
estimated to be the broadest area. As shown in Figure 6, the 
square on the upper side shows the facial area, and the square 
on the lower side, the body area. 

 
Figure 6.  Histogram and face (square on the upper side) & body (square 

on the lower side) area 

B. Recognition of behavior 
In the IR camera, various error patterns such as heating 

apparatus, etc., exist aside from the thermal image of the 
human. The error shape and human image can be separated 
by using the AdaBoost classifier to separate the human 
thermal image and non-human thermal image. In addition, 
the current state of the human can be separated by applying 
three models of the current shape -- such as standing position, 
seated position, and lying position -- if the shape is a human 
shape. Peripheral components are used in the case of the 
human shape. An appropriate reference point is assigned to 
the outline of the object from the given input image when the 
peripheral components of the human are used. This task is 
mostly carried out manually. A desirable reference point is 
the one connected to the feature point selected as the 
reference point in an image. In this paper, the peripheral 
components of k units of the object were extracted using the 
cosine angle of the peripheral line according to the sequence 
below. 

1) Detect the peripheral line of the object as shown 
below.  
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Here, p is the coordinate of the peripheral line, and n  is the 
pixel forming the peripheral line.  

2) Calculate the vector connecting the pixel ( ip ) on all 
peripheral lines and pixels on ki + th and ki − th peripheral 
lines. 
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3) Calculate the k-cosine function ( )(if ) of ip  based on 
the obtained two vectors. 
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4) To remove the noise, conduct smoothing through the 
convolution of the Gaussian function below for the obtained 
k-cosine. 
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5) Designate the maximum value, which is higher than 
the threshold of smoothened )(if  as the feature point. 

 
In the two-dimensional image, n units of reference point 

can be expressed as follows using the 2n dimensional vector: 
T

nn yyxx ],...,,,...,[x 11=
d

The value of the reference point used for the experiment 
in this paper was set as n=36 because the shape -- which is 
visible when the angle of the most peripheral component was 
divided by 10 degrees -- was designated as the reference 
point. In addition, the reference point set as the initial value 
is not maintained continuously but is renewed such that the 
deviation from the real outline of the object tracked along the 
vertical direction of the boundary at each reference point is 
minimized. The set of n units of reference point expresses 
the shape of the object. Though each shape exists in two-
dimensional space in the training set, the shape of the object 
can be modeled with fewer variables based on the PCA 
technique. Suppose the training set has m units of shapes. 
Here, x means the training set depending on each shape. If 
the PCA algorithm is viewed by phase (i=1,2,…,m), the 
following can be gleaned: 

Calculate the mean of m units of the sample shape in the 
training set. 
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Calculate the covariance matrix from the training set. 
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The following value can be obtained from the covariance 

matrix: 
],|||[ 21 qφφφ ⋅⋅⋅=Φ

 
Here, iφ (note, however, that qi ,,1>=  means the 

eigen vector that corresponds to the highest eigen value of q  
units in S ).  
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Each shape can be simplified from the given Φ  and x  
as shown below.  

ii bxx Φ+≅  
Here, 

)( xxb i
T
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Vector b defines the set of transformable model variables. 

The shapes can be changed if the element of b changes. The 
q  value in the third phase of the PCA algorithm represents 
the quantity of model shapes corresponding to 98% of the 
overall variance of data (Figure 7). 

 
Figure 7.  PCA algorithm 

In the experiment, the classification was based on three 
models -- such as standing position, seated position, and 
lying position (Figure 8) -- and error model such as heater, 
pipe, electric blanket, and others. Note, however, that the 
position seemed to be more like a seated position; the axes of 
major components showed a significant error rate when only 
half of the human body appeared. To reduce such error rate, 
other values were used to predict the motions and 
movements as shown below. In other words, classification 
could be made based on motion information from the human 
shape generated during the motions and movements and 
geometric shape of the location in the facial area. The 
position can be distinguished because the eigenvector of each 
model shows only a slight difference, although the lying and 
other positions could be distinguished easily and both 
standing and seated positions have a small section for 
determination as shown in Figure  9  and 10. 

     
(a)                                     (b) 

     
(c)                             (d) 

Figure 8.  PCA Projected Image (a) Lying position (b) Seated position    (c) 
Standing position (only half of the image shown) (d) Standing position 

 
Figure 9.  Comparison of eigenvector in the shape information 

 
Figure 10.  Standing position and seated position 

 
Figure 11.  Recognition in Good Condition 
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Figure 12.  Recognition in High Illumination Change Environments 

IV. CONCLUSION 
This study demonstrated that inter-sensor relationship can 

be induced through image matching between heterogeneous 
sensors and presented a system that is capable of accurate 
extraction and tracking of objects using inaccurate 
information that can be obtained from each camera with a 
heterogeneous sensor. The accurate location of a human can 
be tracked using the inaccurate human area obtained through 
the detection of the object based on motion information, 
detection of facial area based on the facial features, and 
extraction of the object and facial area from the thermal area. 
In addition, this paper presented the AdaBoost classification 

using the peripheral components of the object for its 
classification, i.e., human or non-human. As a result, this 
study showed that objects could be tracked effectively even 
in a complex environment using a lot of inaccurate 
information.  

This system may be used not only as a situation 
recognition system but also as a surveillance system that 
incorporates non-contact-based human authorization 
technology such as face detection, voice detection, etc., as 
well as the collection of human temperature and analysis of 
state.  
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